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Abstract

This paper presents a hybrid evolutionary method for identifying a system of ordinary differential equations (ODEs) to predict the small-time scale traffic measurements data. We used the tree-structure based evolutionary algorithm to evolve the architecture and a particle swarm optimization (PSO) algorithm to fine tune the parameters of the additive tree models for the system of ordinary differential equations. We also illustrate some experimental comparisons with genetic programming, gene expression programming and a feedforward neural network optimized using PSO algorithm. Experimental results reveal that the proposed method is feasible and efficient for forecasting the small-scale traffic measurements data.
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1 Introduction

Network traffic analysis and modeling play a major role in characterizing network performance and hence it has been a recent focus of many research works. Models that accurately capture the salient characteristics of the traffic
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is useful for analysis and simulation, and they also provide a better understanding of network dynamics. It is also useful for network design and engineering problems, e.g., the traffic balance scheme, router, switcher designing, the management of devices and its supporting software development etc.

Complexity is a key issue in network geometry and information traffic. Evidence of traffic complexity appears in many forms, such as the long-range correlations and self-similarities found in the statistical analysis of traffic measurements. There is also strong evidence of these phenomena occurring at several different time scales. The complexity revealed from the traffic measurements has led to the suggestion that the network traffic cannot be analyzed within the framework of available traffic models [9,13,15]. Alternative reliable traffic models and tools for quality assessment and control should be developed [7,26].

Recently, communication and network technologies are developing rapidly, which prompts the traffic characteristics to change abruptly. The research emphasis of the network traffic analysis and modeling has has to deal with large-time scale to smaller-time scale systems. Some recent research works have also illustrated that the traffic characteristics of the small-time scale systems were different from those of the large-time scale systems [25,27]. So the large-time scale network traffic models cannot be suitable for the small-time scale network traffic.

Some researchers have proposed reasonable mathematical models based on the observed time series data so as to provide system analysis and prediction in various application domains [1,4,8,11,12,16,20]. Mathematical modeling is the art of translating problems from an application area into tractable mathematical formulations, whose theoretical and numerical analysis provides insight, answers, and guidance, useful to understand the original application [12]. The system of differential equations can describe the dynamic properties of a system, which changes with time quite well and predict the future states of the system very conveniently. Cao [3] used the ordinary differential equations (ODE) to predict the populations of the United States from 1790 to 1950, and the result indicate that the ODE was a powerful model in the discovery of sciential laws for dynamic data. In this research, we use the ODE model to predict the small-time scale traffic measurements data.

Various methods are proposed to infer ODEs during the last few years [3,10,24]. Most of these works can be classified into two groups: the first group is to identify the parameters of the ODEs and the second group is to identify the structure. The former is illustrated by Genetic Algorithms (GA), and the latter by the Genetic Programming (GP) approach. Cao et al. used GP to evolve the ODEs from the observed time series [3]. The main idea is to embed a genetic algorithm (GA) in genetic programming (GP), where GP is employed to
discover and optimize the model’s structure, while the GA is employed to optimize its parameters. Authors illustrated that the GP-based approach introduce numerous advantages over other modeling methods. Tsoulos and Lagar proposed a novel method based on the grammatical evolution [24]. The method forms generations of trial solutions expressed in an analytical closed form. Iba proposed an ODE identification method by using the least mean square (LMS) along with the ordinary GP [10]. Some individuals are created by the LMS method at some intervals of generations and they replace the worst individuals in the population.

We also proposed a new representation scheme of the additive models for the system identification especially the reconstruction of polynomials and the identification of linear/nonlinear systems. This model is robust, and it is easy to analyze by traditional techniques. This is because the evolved additive tree model is simple and is very near to the traditional representation of the system to be reconstructed [6] and the computational complexity is similar to the GP.

In this paper, we proposed a hybrid evolutionary method, in which the tree-structure based evolution algorithm and particle swarm optimization (PSO) are employed to evolve the architecture and the parameters of the additive tree models for system of ordinary differential equation identification. The partitioning [2] is used in the process of identification of the structure of the system. Thus a ODE (eqs. 1) containing some other variables can be evolved and is convenient and effective for a simple variable prediction.

\[ Y = f(X_1, X_2, ..., X_n) \]  

The paper is organized as follows. In Section 2, we describe the details of the proposed method. In Section 3, four examples are used to examine the effectiveness of the proposed method and finally Conclusions are drawn in Section 4.

2 Representation of additive tree model

We use the tree-structure based evolutionary algorithm to evolve the architecture of the additive tree models for the system of ordinary differential equation identification. For this purpose, we encode the right-hand side of an ODE into a additive tree individual as illustrated in Figure 1.
Two instruction/operator sets $I_0$ and $I_1$ are used to generate the additive tree.

$$
\begin{align*}
I_0 &= \{+2, +3, \ldots, +N\} \\
I_1 &= F \cup T = \{\ast, /, \sin, \cos, \exp, \text{rlog}, x, R\}
\end{align*}
$$

Where $F = \{\ast, /, \sin, \cos, \exp, \text{rlog}\}$ and $T = \{x, R\}$ are functions and terminal sets. $+N, \ast, /, \sin, \cos, \exp, \text{rlog}, x, \text{and} R$ denote the addition, multiplication, protected division ($\forall x, y \in R : \text{when } y = 0, x/0 = 1$), sine, cosine, exponent, protected logarithm ($\forall x \in R, x \neq 0 : \text{rlog}(x) = \log(\text{abs}(x))$ and $\text{rlog}(0) = 0$), system inputs, and random constant number, and taking $N, 2, 2, 1, 1, 1, 0$ and 0 arguments respectively [6].

$N$ is an integer number (the maximum number of ODE terms), $I_0$ is the instruction set and the root node, and the instructions of other nodes are selected from the instruction set $I_1$. Note that if the right-hand side of ODEs is a polynomial, then the instruction set $I_1$ can be defined as $I_1 = \{\ast2, \ast3, \ldots, \ast n, x_1, x_2, \ldots, x_n, R\}$.

We infer the system of ODEs using a partitioning scheme, in which equations describing each variable of the system is inferred separately. This method can also significantly reduce the research space. When using partitioning, a candidate equation for a signal variable is integrated by substituting references to other variables with data from the observed time series [2]. Thus each right hand side of the ODE system, is evolved independently in parallel. The ODE can contain some unknown variables and it is convenient and effective for simple variable prediction.
3 The Proposed Hybrid Method

3.1 Structure optimization of models

Finding an optimal or near-optimal additive tree model is formulated as an evolutionary search process. We used the additive tree operators as following:

(1) Mutation. We choose three mutation operators to generate offsprings from the parents and the operation is described as follows:
   1) Change one terminal node: randomly select one terminal node in the tree and replace it with another terminal node, which is generated randomly.
   2) Grow: select a random leaf in the hidden layer of the tree and replace it with a newly generated subtree.
   3) Prone: randomly select a function node in a tree and replace it with a terminal node selected in the set $T$.

   The additive tree operators are applied to each parent in the population to generate an offspring using the following steps: (a) A Poission random number $N$, with mean $\lambda$ is generated. (b) $N$ random mutation operators are uniformly selected with replacement from the above mentioned mutation operator set. (c) These $N$ mutation operators are applied in sequence one after the other to the parent to get new offsprings.

(2) Crossover. First two parents are selected according to the predefined crossover probability $P_c$ and select one nonterminal node in the hidden layer for each additive tree randomly, and then swap the selected subtree.

(3) Selection. Evolutionary programming (EP) style tournament selection [17] is applied to select the parents for the next generation. Pairwise comparison is conducted for the union of $\mu$ parents and $\mu$ offsprings. For each individual, $q$ opponents are chosen uniformly at random from all the parents and offspring. For each comparison, if the individual’s fitness is not smaller than the opponent’s, it receives a selection. Select $\mu$ individuals from the parents and offsprings, which has most wins to form the next generation. This is repeated in each generation until a predefined number of generations has reached or the best structure is found.

3.2 Parameter optimization of models using PSO

According to Figure 1, we check all the parameters contained in each equation, namely by counting their number $n_i (i=1,2,...,N, N$ is the number of the equations).

According to $n_i$, the particles are randomly generated initially. Each particle $x_i$ represents a potential solution. A swarm of particles moves through space,
with the moving velocity of each particle represented by a velocity vector $v_i$. At each step, each particle is evaluated and keep track of its own best position, which is associated with the best fitness it has achieved so far in a vector $Pbest_i$. The best position among all the particles is kept as $Gbest$ [14]. A new velocity for particle $i$ is updated as follows:

$$v_i(t + 1) = v_i(t) + c_1 r_1 (Pbest_i - x_i(t)) + c_2 r_2 (Gbest(t) - x_i(t))$$ (3)

where $c_1$ and $c_2$ are positive constants and $r_1$ and $r_2$ are uniformly distributed random numbers within the range of $[0,1]$. Based on the updated velocities, each particle changes its position according to the following equation:

$$x_i(t + 1) = x_i(t) + v_i(t + 1)$$ (4)

3.3 Fitness definition

A fitness function maps ODE to a scalar and real fitness value that reflects the ODE’s performances on a given task. The normalized mean squared error (NMSE) and the root mean square error (RMSE) are usually used as the fitness function for functions approximation type problems an we also used them to evaluate the performance of the ODE.

$$NMSE = \frac{1}{N-1} \sum_{k=1}^{N-1} (x'(t_0 + k\Delta t) - x(t_0 + k\Delta t))^2 \frac{1}{N} \sum_{k=1}^{N-1} (x(t_0 + k\Delta t) - \bar{x})^2$$ (5)

$$RMSE = \sqrt{\frac{1}{N-1} \sum_{k=1}^{N-1} (x'(t_0 + k\Delta t) - x(t_0 + k\Delta t))^2}$$ (6)

where $N$ is the number of the time series, $t_0$ is the starting time, $\Delta t$ is the step size, $T$ is the number of the data point, $x(t_0+k\Delta t)$is the actual output of the ODE sample, and $x'(t_0+k\Delta t)$ is the ODE output with the initial condition $x'(t_0+(k-1)\Delta t)$ integrating the best ODE, and $\bar{x}$ is the average output traffic data. All outputs are calculated by using the approximate forth-order Runge-Kutta method. When calculating the outputs, some individuals may cause overflow. In this case, the individuals with inappropriate fitness values are weeded out from the population.
Table 1
Parameters for experiment

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population size</td>
<td>50</td>
</tr>
<tr>
<td>Generation</td>
<td>200</td>
</tr>
<tr>
<td>Crossover rate</td>
<td>0.7</td>
</tr>
<tr>
<td>Mutation rate</td>
<td>0.3</td>
</tr>
<tr>
<td>Stepsize</td>
<td>0.1</td>
</tr>
<tr>
<td>(c_1)</td>
<td>2.0</td>
</tr>
<tr>
<td>(c_2)</td>
<td>2.0</td>
</tr>
</tbody>
</table>

3.4 Summary of algorithm

The algorithmic steps for the optimal design of each ODE is summarized as follows:

1. Set the initial values of parameters used in the proposed hybrid method. Create the initial population randomly (structures and their corresponding parameters);
2. Structure optimization is achieved by the additive tree variation operators as described in Subsection 2.1 in which the fitness function is calculated by the normalized mean squared error (NMSE) or root mean square error (RMSE);
3. At some interval of generations, select the better structures to optimize parameters. Parameter optimization is achieved by PSO as described in Sub-section 2.2. During the parameter optimization process, the structure is fixed. All the parameters used to form a better structure now formulates a parameter vector, which is to be optimized by PSO.
4. If the maximum number of generations is reached or a satisfactory solution is found, then stop; otherwise go to step (2).

4 System for Prediction

After obtaining the best model, we then input the last line (feature vector) of the training data as the initial conditions of the best ODE to get the predicted time series of the system. The error is calculated by 5, 6. The process is described in Figure 2.
5 Experimental Results and Analysis

To test the effectiveness of the proposed method, we use the TCP traffic data, which is published by the Lawrence Berkeley Laboratory. This traffic data contain an hour’s worth of all wide-area traffic between Digital Equipment Corporation and the rest of the world. The data package used is DEC-Pkt1, and the time stamps have millisecond precision [23]. The traffic data aggregated with time bin 0.1s, that is the number of packages arrived within the 0.1s time interval, are shown in Fig. 3.

In general, the traffic measurements can be considered as a sum of a regular process and a stochastic part, which are related to the high-frequency noise. The elimination of the noise may simplify the analyzed time series, so we apply the wavelet soft threshold noise reduction method to this data. The difference between the original time series and the filtered signal, corresponds to the noisy component. Figure 3 illustrates the original traffic series and Figure 4 presents the corresponding filtered signal and Fig. 5 depicts the noisy component. The filtered traffic measurements data are normalized within the interval [0, 1] using the following equation.

\[
x' = \frac{x - x_{min}}{x_{max} - x_{min}}
\]

Some of our past research illustrated that the network traffic time series are of
nonlinear nature [21,22], so we use the system of ordinary differential equations to predict the network traffic time series. The length of this traffic measurements data is 36000. The first 33000 data points are used as the training set, and the last 3000 data points are used as the test set.

The parameter settings in this experiment is shown in Table 1. Population size is the number of individuals of initial population, Generation is the maximum number of generations, Crossover rate is the predefined crossover probability $P_c$, Mutation rate is the pre-defined mutation probability $P_m$, Stepsize is the step size for four -Runge Kutta, $c_1$ and $c_2$ are positive constants used in the PSO algorithm. These parameters are chosen experientially and different parameter choices affect the convergence rate of algorithm. We used 10 input
variables to construct an ordinary differential equation model. Namely we use the first 10 variables to predict the current variable. The used instruction set \( I_0 = \{+2, +3, +4, +5, +6, +7, +8\} \) and \( I_1 = \{\ast, /, \log, \exp, \text{rlog}, \sin, \cos, X_1, X_2, X_3, \ldots, X_{10}\} \). After several runs, we obtained the best model for prediction network traffic measurements data, which is shown in (8). The computational time required is about 2.5 h on a single-CPU personal computer (Pentium III 933 MHz). We gain that Population size, \( P_c \), \( P_m \), and stepsize closely affect the convergence rate of the algorithm and the precision of the traffic prediction. The bigger Population size leads to the probability for having better solutions. In our experiments, computation of the fitness evaluation takes the largest amount of time, so although the number of generations needed becomes
small, the time spent with a bigger Population size increases significantly. For example, with a Population size of 100 we must spend about 2.9 \( h \) in the same computer. With a small Population size of 20, the time is 2.85 \( h \). So we selected a Population size of 50. \( P_c \) and \( P_m \) are given generally. In order to test the effect of stepsize, we tried experiments with different stepsize of 0.0001, 0.005, 0.1, 0.5, 1 and 2. Figure 6 illustrates the NMSEs of training data for different stepsizes of 0.005, 0.1, and 2 for every 20 generations. As evident, the error of ODE increases significantly when the stepsize is greater than 1, while too small stepsize such as 0.0005, can provide smaller errors in the beginning, but offer little improvement in the evolutionary process of ODE. With stepsizes of 0.005 and 2, the NMSEs for test data are 0.013172 and 0.014876, respectively. For a tradeoff, we set the stepsize as 0.1. The NMSEs for training data is 0.062074. NMSEs and RMSE for the test data are 0.011147 and 0.024109, respectively. The time series predicted by this system is depicted in Figure 8 along with the target value. The difference between actual network traffic time series data and the predicted values are illustrated in Figure 7. From Figures 7 and 8, it is evident that the system of ordinary differential equation can effectively predict the traffic data, and the error is very low.

\[
\dot{f} = -2.082257 \sin(X_6) + 1.010300 \sin(X_1) + 1.393565 \log(1 + X_{10}X_{10}) - \frac{1.900762}{(1 + \exp(-X_{10}))} + 0.962096 \cos(X_2) \quad (8)
\]

We also made a comparison with a feedforward neural network trained using a PSO algorithm. The NMSEs for training and testing data sets are 0.092304 and 0.073236, respectively[7]. As evident, the prediction performance of ODE is better than the neural network model. Figure 9, illustrates the statistical distributions of the absolute difference between the actual time series and the predicted data by our method. As evident, the prediction error of the ODE model mainly concentrates on the vicinity of zero.

To test the validity of the additive tree structured evolutionary algorithm, we also compared the traffic prediction using Gene Expression Programming (GEP) and Genetic Programming (GP). In these experiments, GEP and GP used the same parameters with the proposed method except Generation, and use the same operator set \( I = \{*, /, \log, \exp, rlog, \sin, \cos, X_1, X_2, X_3, ..., X_{10}\} \) and run conditions. After searching the best ODE the results of GEP and GP are listed in Table 2. The best model obtained using GEP and GP for prediction network traffic measurements data are given by (9) and (10) respectively.
Fig. 7. Comparison of actual and predicted time series

Fig. 8. Errors of actual and predicted time series.

\[
\dot{f} = 1.395673 \log(1 + x_{11} x_9) + \frac{2.2024131}{1 + x_{11} x_7} - 1.896417 x_5 \\
-2.204957 \cos(x_5) + 1.087188 \log(1 + x_1 x_8)
\]  

(9)
Fig. 9. The statistical distributions of the predicted errors.

Table 2
Comparison results using the proposed method, GP and GEP.

<table>
<thead>
<tr>
<th></th>
<th>our method</th>
<th>GP</th>
<th>GEP</th>
</tr>
</thead>
<tbody>
<tr>
<td>runtime</td>
<td>2.5h</td>
<td>3.7h</td>
<td>3.16h</td>
</tr>
<tr>
<td>NMSE for training data</td>
<td>0.062074</td>
<td>0.063113</td>
<td>0.062737</td>
</tr>
<tr>
<td>NMSE for test data</td>
<td>0.011147</td>
<td>0.013198</td>
<td>0.012007</td>
</tr>
</tbody>
</table>

\[ f = 2.231005 \cos(x_9) - \frac{1.585037}{1 + \exp(-x_9)} + 1.499770 \sin(x_{10}) \]
\[ -2.141063 \log(1 + x_9 x_9) - \frac{1.341362}{1 + x_1 x_1} \]  

(10)

From the empirical results, it is evident that the proposed additive tree mode is powerful than the GEP and GP models, both in the aspects of accuracy and runtime.

6 Conclusions

In this paper, a hybrid evolutionary method for evolving ODEs is proposed to predict the small-time scale traffic measurements data. Tree-structure based evolutionary algorithm and particle swarm optimization (PSO) algorithm were used to evolve the architecture and the parameters of the additive tree models.
for identifying a System of ordinary differential equations. The experiment results clearly illustrate that the ODE model can effectively predict the traffic measurements data. The prediction error mainly concentrates on the vicinity of zero and the accuracy of the ODE model is superior to that of genetic programming, gene expression programming and feedforward neural network optimized using PSO.
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